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Cognitive Radio Networks

Motivation Setting Algorithm Results

• A new type of nework. 
• Users in cognitive radio networks choose 

different channels.
• If users choose the same channel, all of them 

will fail to pass information. We say that there is 
a collision occur.

• Users experience delay in cognitive radio 
networks.



Motivation Setting Algorithm Results

• A player pulls an arm and gets a reward.
• We can design some algorithm to maximize the 

accumlated rewards.
• Then we want to prove this algorithm can works 

well theoretically.

Multi-armed Bandits
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There exists a centra coordinator.
No collision occur.

Centralized MP-MAB Decentralized MP-MAB
Payers cannot see others’ choices, 

rewards, collisions.
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We focus on 
decentralized MP-MAB.
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Upper Bound

Lower Bound

where


