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Motivation:

Users experience delay in cognitive
radio networks.
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Multi-armed Bandits is a classical decision-
making framework.
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Contribution:

e A new framework: Decentralized Multi-player multi-armed bandits with stochastic delay
feedback.

e An noval algortihm: (1) Collision-free exploration: Design specific arm-selection strategies
for players to avoid collisions during exploration. (2) Implicit communication: Enable
players to leverage the exploration results of others.

e Near-optimal regret bound: We establish a regret upper bound and derive a
correspondinglower bound to prove the algorithm is near-optimal.

Problem Formulation:

® M players, K arms, T total steps.
® Let [M]:={1,...., M} and [K] :={1,...,K}.
® At each step s, each player j € [M] pulls an arm 7/(t) € [K].

® The environment generates X/(s) ~ Bernoulli(xj(s)) and H(s) := XI(s)[1 -/ (s)].

® The environment also generates d’(s) ~ Dyj(s), where D_j(s) is an unknow distribution.

® Then, at step s + d/(s) — 1, player j receives the feedback [r/(s),7/(s), s].

Goal: minimize the regret

BR(T) =Y 3 —F
s<T k<M

where 1, is the k-th biggest reward expectation. 1 > --- > uk.

Assumption:
1. Dy = Dy = D,Vk € [K]. D is sub-Gaussian.

® 52 denotes the sub-Gaussian parameter and [E[d] denotes the expectation.
* Note that o3 and E[d] are unknown.

2. Each player is aware of her own rank j.

Algorithm

Definition:

. N{;(t) =D e<t 1[/(s) = k,nk(s) = 0] denotes the number of accumulated time steps that
player j pulls arm k without collisions.

* m(t) =2 . L[/ (s) = k,nk(s) = 0,d’(s) + s < t] denotes the number of accumulated time
steps that player j pulls arm k and receive the feedback without collisions.

® Let M/(p) denote the set of empirical optimal arms during the p-th phase. |[M/(p)| = M.

® The estimated reward expectation of arm k from player j's view at step t is defined as

Yace M) (s) = k,mi(s) = 0,di(s) +5 < 1]
m(t)
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® The upper confidence bound and lower confidence bound are defined as

2log T

2log T
m(t)

m(t)

UCBI(t) = (1) + \/ LB (t) = i (t) — \/

Brief Introduction of the Algorithm:

® The algorithm is divided into many exploration-communication phases.

* Let M/(p) denote the set of empirical optimal arms during the p-th phase. IMI(p)| = M.
Players initialize MJ(1) which is a list with MJi(1) = MJ'(1) for any j, ' € [M].

® Players are divided into a leader and many followers.

® They pull arms in a round-robin way to avoid collisions while the leader is in charge of exploring
arms. [Exploration Phase]

® Sometimes they collide on purpose to pass messages. [Communication Phase]

® When a player j receives a feedback at time t, she updates n{((t),[li(t),UCBJ,;(t),LCBJ,;(t)
and the estimation of E[d] and o3 with

Y (dj(s)]l{s + d/(s) < t})

B = S s e <
o e (1) — DN s + di(s) < 1))’
(33(2) = |

D LIS T d/(s) < t}
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® Each player j aims to find ¢ such that

o = argmin {q e N[t > (1) + (p— q)KMlog(T)\/2(62)/(t) log (M — 1)(K + 2M)(T))} |

® Starting from Phase 2, players always use some old exploration results, i.e., Mf(p — q’) to
mitigate the influence of delay.

[ Exploration Phase p ]

Leader:
® Explore arms in M/(p—¢/) and K\ M/ (p—¢').

® Add arms with the first M-th higgest reward means
into M/(p+1).

® Remove arm k from K if
UCBJk(t) < LCBé(t),VE e K\ {k}.

Followers:
® Explore arms in M/(p—¢/)

[ Communication Phase p ]

® Receive a collision from the i,—-th arm by pulling arms
in MJ(p—¢’) round-robinly.

® Receive a collision from arm k by pulling arms in [K]
round-robinly.

® When t = p- KMlog T, a Com phase starts.
® Compare M/(p—¢') with M/ (p + 1).
 Send iy~ by pulling the i—-th arm in M/(p—¢’) for M

steps.
® Receive non-collision (indicating End = False) when

® Send k™ by pulling arm k™ for K steps. _ _ . ) _
pulling arms in M/(p—¢’) round-robinly.

® Send End = False by pulling arms in M/(p—¢/)
round-robinly for M steps.

[ Exploitation Phase ]

® Each player j pulls the j-th arm in M/(pmax) until T.

Theorem 1 [Regret Upper Bound in Decentralized setting]. Let

A = ming<p ik — pk+1 and Ay p := pg — pe. In decentralized setting, given any

K, M and a quantile # € (0, 1), for delay distribution under Assumption 1, the regret of
the algorithm satisfies

323 log(T) M 15
I Ay xdi +—do+d3+ C.
0B & Z 1,kd1 + —-a2 + a3 +

E[R(T)] < )

k>M

K—M 6

k>M
Corollary 1 [Regret Upper Bound in centralized setting]. In centralized setting,
for delay distribution under Assumption 1, given any K, M, i1 and a quantile 6 € (0, 1),
the regret of our algorithm satisfies

323 log(T) M 9

| A1 cE[d] + 2 do + .
TN KMk; 1Eld] + Gz + s

ER(T) <

k>M

Theorem 2 [Regret Lower Bound]. For a quantile # € (0,1) and any sub-optimal
gap set SA = {Amk | Amk = pmy — pk) € [0,1]} of cardinality K — M, there exists
an instance with an order on Sa and a sub-Gaussian delay distribution such that

E[R(T)] > Z (1—o0(1))log(T) } 2A;I< Z Ay xds — 2

k> M 208m .k k> M 0
where
1
dq ZQE[d]—I—Ud\/3|Og(K), do :E[d]+0d\/2|0g(m)a
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® Only the first terms in Theorem 1 and Theorem 2 are related to T. They are
aligned up to constant factors.

® The last term in Theorem 1 arises from the decentralized environment and is not
related to delay. In the centralized setting, this term vanishes, as shown in
Corollary 1.

® Regarding delay, a comparison between Theorem 1 and Theorem 2 reveals that
the difference in their dependence on K and M is only O(l_Al/,/K)\/Iog(K). This
Indicates that the regret caused by delay does not grow rapidly as K and M
Increase.

® Theorem 1 and Corollary 1 demonstrate that our algorithm works efficiently in
both centralized and decentralized settings.



