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Motivation:

Contribution:

Multi-armed Bandits is a classical decision-
making framework.

Users experience delay in cognitive 
radio networks.

l A new framework: Decentralized Multi-player multi-armed bandits with stochastic delay 
feedback.

l An noval algortihm: (1) Collision-free exploration: Design specific arm-selection strategies 
for players to avoid collisions during exploration. (2) Implicit communication: Enable 
players to leverage the exploration results of others. 

l Near-optimal regret bound: We establish a regret upper bound and derive a 
correspondinglower bound to prove the algorithm is near-optimal. 


